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Abstract—To overcome the limitations of standalone inference
on edge devices or servers, we propose a cooperative inference
method for mobile edge computing (MEC) systems. Using dual
confidence thresholds on a small neural network (NN) at the
edge, ambiguous images are filtered and sent to a larger NN on
the server for reevaluation. We evaluate the method’s accuracy,
delay, and energy consumption, accounting for confidence score
distributions that could trigger false alarms. A joint optimization
problem is formulated to minimize delay and energy consump-
tion by selecting optimal confidence thresholds, transmit power,
and duty cycle while ensuring accuracy. Experimental results
show that this approach significantly reduces delay and energy
consumption while achieving higher accuracy than device-only
inference and lower costs than server-only inference in various
MEC scenarios.

Index Terms—Cooperative inference, mobile edge computing
(MEC), confidence thresholds, joint optimization.

I. INTRODUCTION

Artificial intelligence (AI) functions, often implemented
through deep neural networks (DNNs), demand substantial
computational resources for precise inference. This presents
a significant challenge when deploying DNN models directly
on edge devices such as sensors, cameras, and mobile phones,
which typically have limited processing power and memory.
Running standard-sized DNNs on these resource-constrained
devices increases inference time, making real-time detection
impractical. While using compressed or smaller DNNs de-
signed for edge devices can alleviate this issue, it inevitably
results in a decline in performance concerning accuracy and
reliability.

To tackle this challenge, mobile edge computing (MEC)
introduces powerful servers located near base stations (BS)
[1]. In this architecture, edge devices offload intensive tasks
to edge servers, enabling faster and more accurate processing.
However, this increases data traffic to the BS, resulting in
transmission delays and higher energy consumption. Unre-
liable wireless channels can corrupt data, requiring retrans-
missions, and server overloads can cause queuing delays.
Uploading raw data also introduces privacy concerns [2].

To address the limitations of standalone inference on either
edge devices or servers, cooperative inference has emerged
as a hybrid method [3]–[6]. Various architectures and frame-
works now support DNN training and inference across end
devices, edge servers, and cloud centers [3]. Collaborative

DNN inference architectures balance computational cost and
communication overhead in MEC networks through model
splitting, compression, and feature encoding techniques [5].
Additionally, distributed computing systems dynamically par-
tition DNN inference across heterogeneous edge devices based
on their capabilities and network conditions [6].

In practical MEC applications, cooperative inference tech-
niques have been successfully applied [7]–[10]. An edge-cloud
co-inference method using model splitting and compression
was evaluated for real-time video processing [7]. For risk de-
tection on construction sites, a method employed tiny-YOLO
for coarse edge detection, escalating to YOLOv3 on the central
server for precise detection [8], later extended to an intelligent
edge surveillance system [9]. Additionally, a Raspberry Pi-
based prototype performed initial motion detection on edge,
with suspicious images processed by a cloud server for object
detection [10].

Previous studies have focused on system architecture, al-
gorithms, and evaluations [3]–[6], but have overlooked the
optimization of confidence thresholds, a key parameter affect-
ing inference performance. Typically, confidence thresholds
were either set to default values or adjusted heuristically.
Additionally, most MEC systems have not considered negative
images that may be similar to or mistaken for the positive
images they are supposed to detect [7]–[10]. For instance, fog
or clouds may be misinterpreted as smoke; sunlight or car
lights might be perceived as fire. Considering such potential
negative images is important in system design because false
alarms triggered by these images can inconvenience users, and
if repeated, the system could lose the trust of its customers.

To resolve these gaps, we propose a novel cooperative
inference method where the edge device uses two confidence
thresholds to filter ambiguous input images. Only these am-
biguous images are sent to the edge server, which applies a
single confidence threshold for final evaluation. We analyze
inference accuracy, delay, and energy consumption based on
the confidence score distributions of both positive and negative
images, as well as the device’s transmit power and duty cycle.
We then formulate an optimization problem to find the optimal
confidence thresholds, transmit power, and duty cycle that
minimize the weighted sum of delay and energy consump-
tion while maintaining accuracy. Results indicate a trade-off
between accuracy and cooperation costs, and confirm that
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Fig. 1. Operation flow of proposed cooperative inference.

the proposed method achieves higher accuracy than device-
only inference while reducing costs compared to traditional
approaches in various MEC environments.

The rest of this paper is organized as follows: Section II
details the proposed cooperative inference method. Section
III analyzes its performance in terms of accuracy, delay,
and energy consumption. Section IV presents the evaluation
results, and Section V concludes the study.

II. PROPOSED COOPERATIVE INFERENCE

Fig. 1 illustrates the operation flow of the proposed coop-
erative inference in a network with an edge device, a base
station (BS), and an edge server. The edge device (e.g., a
camera or smartphone) connects wirelessly to the BS, and the
edge server is directly connected to the BS [11]. Inference
tasks, such as object detection or image classification, are
performed collaboratively between the edge device and server
using DNNs. The edge device, limited by its processing power
and memory, uses a small NN, while the server uses a larger
NN without such constraints [9]. Although the edge server can
handle multiple devices, we simplify the model by considering
a single device and server, as each operates independently with
different scenes [7].

In the proposed cooperative inference, the edge device uses
two confidence thresholds (θl and θh, where θl ≤ θh), and
the edge server uses a single threshold (θs). Let Xd denote
the confidence scores obtained from the edge device and Xs

those obtained from the server. First, if Xd>θh at the device,
the device determines that the confidence in the inference is
sufficient and independently decides to consider the inference
result as positive, i.e., an event of interest has occurred. If
not, and if Xd is greater than θl (i.e., θl < Xd ≤ θh), the
device determines that the confidence score is too ambiguous
to decide and therefore delegates this decision to the server
by transmitting the corresponding image data to it. Lastly,
if Xd ≤ θl, the device determines that the inference result
is negative, i.e., an event has not occurred. That is, if the
confidence scores are sufficiently low or high, the device

trusts its own judgment and concludes the inference by itself.
However, if the confidence scores fall into an ambiguous
range, the device requests additional inference to the server.
This is motivated by the fact that the edge device uses a small
NN that results in lower inference accuracy compared with
the server. To achieve this, the edge device must operate with
dual thresholds, which is a distinguishing feature from the
conventional inference methods that use a single confidence
threshold to decide whether to proceed with further inference
[7]–[10].

Meanwhile, the edge server performs inference using its
large NN on the images received from the edge device. If
the server’s confidence score Xs is greater than θs (i.e.,
Xs>θs), the server determines the inference result as positive
and replies with this result to the edge device. Otherwise
(i.e., Xs ≤ θs), the server responds with the result set as
negative to the edge device. In this way, the server acts as the
final decision-maker for ambiguous images. This is reasonable
because the server can employ a large NN and perform more
accurate inferences. Therefore, this collaboration between
the edge device and the edge server can enhance accuracy.
However, it may increase energy consumption due to uplink
transmission and cause longer delays from transmission and
server processing.

To minimize cooperation overhead, efficient use of wire-
less resources is essential. In this context, we examine the
allocations of the device’s transmission power and transmis-
sion/reception time. As shown in Fig. 1, we adjust the device’s
transmit power (p) and duty cycle (α) when an α portion of
the fixed frame is used for transmission, while the remaining
1−α portion is used for reception [12]. For instance, increasing
the transmit power p can improve transmission rate and reduce
delay but increases energy consumption. Additionally, the duty
cycle α must account for uplink/downlink rate differences and
the size disparity between transmitted image data and received
messages. Thus, transmit power, duty cycle, and confidence
thresholds must be jointly optimized to balance accuracy,
delay, and energy consumption.

III. PERFORMANCE ANALYSIS

In this section, we numerically analyze the performance of
inference accuracy, total delay, and energy consumed by the
end device for device-only inference, server-only inference,
and proposed cooperative inference methods. We denote the
confidence scores of images processed at the device and server
as Xp

d , Xn
d , Xp

s , and Xn
s , respectively, according to whether

the ground truth of the image is positive or negative. Then,
their cumulative distribution functions (CDFs) are defined as
FXp

d
(x), FXn

d
(x), FXp

s
(x), and FXn

s
(x), respectively. That is,

FXj
i
(x)=P (X j

i ≤ x) where i ∈ {d, s} and j ∈ {p, n}.

A. Device-Only Inference

The device-only inference method determines the occur-
rence of an event on the device itself without the assistance
of the server, using a single confidence threshold, θd. If
the confidence score of the input image exceeds θd, the
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device determines that an event has occurred (i.e., positive).
Otherwise, it determines the result as negative.

From this typical classification, the confusion matrix at
the device, i.e., true positive (TP), false negative (FN), false
positive (FP), and true negative (TN), is expressed as

TPd = 1− FXp
d
(θd), FNd = FXp

d
(θd), (1)

FPd = 1− FXn
d
(θd), TNd = FXn

d
(θd). (2)

Subsequently, the accuracy is defined as

A =
TPd + TNd

TPd + FNd + FPd + TNd
=

TPd + TNd

2
. (3)

Moreover, the delay is simply expressed as the time it takes
for the edge device to perform the inference, and its inference
time is modeled as

D = T inf
d =

NdX
νd

, (4)

where Nd represents the number of floating point operations
(FLOPs) required by the NN used in the edge device for
inference, X is the number of central processing unit (CPU)
cycles required to process one FLOP, and νd is the frequency
of the CPU used in the edge device, measured in Hz.

Additionally, the energy consumed by the device for per-
forming this inference can be expressed as

E = Einf
d = T inf

d Pp =
NdXPp

νd
, (5)

where Pp represents the power consumed in processing at the
edge device, measured in watts.

B. Server-Only Inference

In the server-only inference method, the edge device sends
every input image to the server and fully delegates inference
to the server. The server performs inference on the received
images based on its confidence threshold θs to determine the
occurrence of events. Hence, the confusion matrix at the server
is similarly obtained as

TPs = 1− FXp
s
(θs), FNs = FXp

s
(θs), (6)

FPs = 1− FXn
s
(θs), TNs = FXn

s
(θs). (7)

Subsequently, the accuracy is determined as

A =
TPs + TNs

TPs + FNs + FPs + TNs
=

TPs + TNs

2
. (8)

The transmission and reception rates, Rt and Rr, between
the edge device and the BS can be expressed using the
Shannon capacity as follows:

Rt = αW log2

(
1 +

gp

N0W

)
, (9)

Rr = (1− α)W log2

(
1 +

gPb

N0W

)
, (10)

where g is the channel power gain between the device and the
BS assuming channel reciprocity, W is the bandwidth of the
wireless channel used, Pb is the constant transmit power of
the BS, and N0 is the power spectral density of the noise.

Let f denote the frames per second (fps) of images captured
by the camera on the edge device, St denote the bit size of an
image transmitted to the BS, and Sr denote the bit size of a
result message received from the BS. Then, the traffic amount
transmitted or received by the device per second is fSt and
fSr, respectively. Therefore, the transmission and reception
times for exchanging data between the device and the BS are
calculated as

T tx =
fSt

Rt
=

fSt

αW log2

(
1 + gp

N0W

) , (11)

T rx =
fSr

Rr
=

fSr

(1− α)W log2

(
1 + gPb

N0W

) . (12)

Thus, the total delay for inference is the sum of the trans-
mission delay, the server’s inference time, and the reception
delay, which can be expressed as

D = T tx + T inf
s + T rx

=
fSt

αW log2

(
1+ gp

N0W

)+
NsX
νs

+
fSr

(1−α)W log2

(
1+ gPb

N0W

) ,

(13)

where Ns and νs indicate the number of FLOPs required by
the NN and the frequency of the processing unit used in the
edge server, respectively. Here, the transmission time between
the BS and the edge server is ignored, as they are physically
close to each other [].

For this server-only inference operation, the edge device
does not consume energy for inference processing but must use
energy for transmission and reception. Therefore, the energy
consumption of the device is given by

E = Etx + Erx

= Ec+
fStp

αW log2

(
1+ gp

N0W

)+
fSrPr

(1−α)W log2

(
1+ gPb

N0W

) ,

(14)

where Ec is the constant energy consumed by the device’s
transceiver, and Pr is the power consumed by the device to
receive data.

C. Proposed Cooperative Inference

Fig. 2 shows the probability density function (PDF) of
confidence scores at both the edge device and the edge server
for confusion matrix analysis in the proposed cooperative
inference. First, at the device, the confusion matrix is given
by

TPd = 1− FXp
d
(θh), FNd = FXp

d
(θl), (15)

FPd = 1− FXn
d
(θh), TNd = FXn

d
(θl). (16)

Moreover, as shown in Fig. 2(a), the use of two confidence
thresholds leads us to define uncertain positive (UP) as an
instance of positive data for which the confidence score is
too uncertain to be considered positive. Similarly, uncertain
negative (UN) is defined as an instance of negative data for
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Fig. 2. Confusion matrix analysis for proposed cooperative inference at (a)
edge device and (b) edge server.

which the confidence score is too uncertain to be considered
negative. Hence, UP and UN at the device are respectively
expressed as

UPd = FXp
d
(θh)− FXp

d
(θl), (17)

UNd = FXn
d
(θh)− FXn

d
(θl). (18)

Thus, the proportion of uncertain images sent to the server, β,
is determined as

β =
UPd + UNd

2
. (19)

Meanwhile, the server receives the images classified as un-
certain from the device. Letting the confidence scores of these
positive and negative images be Xp

s and Xn
s , respectively, the

confusion matrix at the server is represented as

TPs = 1− FXp
s
(θs), FNs = FXp

s
(θs), (20)

FPs = 1− FXn
s
(θs), TNs = FXn

s
(θs). (21)

When the server identifies UPd as positive and UNd as
negative, it has made an accurate decision. Therefore, the
accuracy in the proposed cooperative inference is calculated
as

A =
TPd + TNd + UPd×TPs + UNd×TNs

TPd + FNd + FPd + TNd + UPd + UNd

=
TPd + TNd + UPd×TPs + UNd×TNs

2
. (22)

In the proposed cooperative inference, the performances of
delay and energy consumption vary according to the following
two cases. The first case corresponds to the edge device
making its own decision without offloading to the server,
which occurs with a probability of 1 − β. In this case, the
delay and energy consumption are the same as those of the
device-only inference, as shown in (4) and (5), and can be
written respectively as

D1 = T inf
d =

NdX
νd

, (23)

E1 = Einf
d =

NdXPp

νd
. (24)

The second case corresponds to the edge device not making
a decision and offloading the task to the server, which occurs
with a probability of β. In this case, the amounts of traffic

transmitted from the device to the server and vice versa are
given by βfSt and βfSr, respectively. Thus, the transmission
and reception time, T tx and T rx, between the device and the
BS are expressed as

T tx =
βfSt

Rt
, T rx =

βfSr

Rr
. (25)

Hence, the delay in the second case is given by

D2 = T inf
d + T tx + T inf

s + T rx

=
NdX
νd

+
βfSt

αW log2

(
1 + gp

N0W

) +
NsX
νs

+
βfSr

(1− α)W log2

(
1 + gPb

N0W

) . (26)

In addition, the energy consumption of the device is repre-
sented as

E2 = Einf
d + Etx + Erx

=
NdXPp

νd
+ Ec +

βfStp

αW log2

(
1 + gp

N0W

)

+
βfSrPr

(1− α)W log2

(
1 + gPb

N0W

) . (27)

Finally, from (23), (24), (26), and (27), the average delay and
energy consumption in the proposed cooperative inference are
respectively obtained as

D = (1− β)D1 + βD2, (28)
E = (1− β)E1 + βE2. (29)

D. Proposed Optimization Problem

We need to increase accuracy while decreasing delay and
energy consumption. In relation to these performance metrics,
we can control the confidence thresholds of the edge device
and server (θ⃗ ≜ [θl, θh, θs]), the transmit power of the edge
device (p), and the duty cycle (α). Therefore, we formulate
an optimization problem that minimizes the cooperation cost,
C(p, α, θ⃗), defined as the weighted sum of delay and energy
consumption, while maintaining a certain level of accuracy, as
follows:

min
p,α,θ⃗

C
(
p, α, θ⃗

)
= ωD + (1− ω)E (30)

s.t. A ≥ Γ, (31)
0 ≤ p ≤ Pmax, (32)
0 ≤ α ≤ 1, (33)
0 ≤ θl ≤ θh ≤ 1, 0 ≤ θs ≤ 1, (34)

where ω is the weighting factor to balance between delay
and energy consumption, Γ is the required accuracy, and
Pmax is the maximum transmit power of the edge device.
Note that we solved this optimization problem by applying
traditional convex optimization techniques and utilizing a
greedy search. However, due to space limitations, the detailed
solution method is omitted from this study.
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TABLE I
PARAMETER SETUP

Description Value
Frame per second f = 10 fps
Weight ω = 0.5
Required accuracy Γ = 0.86 or 0.825
Channel bandwidth W = 1 MHz
Noise power spectral density N0 = –165 dBm/Hz
Transmit power at BS Pb = 43 dBm
Maximum transmit power at device Pmax = 23 dBm
Receive power at device Pr = 0.01 W
Constant energy at transceiver Ec = 0.5 J
Processing power at device Pp = 7 W
Inference time at device T inf

d = 100 ms
Inference time at server T inf

s = 50 ms
Size of result message Sr = 64 bytes
Size of image transmitted St = 32∼1024 KB (default = 256)
Channel gain g = –110∼–50 dB (default = –100)

IV. RESULTS AND DISCUSSION

For performance evaluation, we utilized the parameters
detailed in Table I. We employed object detection models
based on YOLOv8, a prominent deep learning model known
for real-time object detection [13]. Among the five available
sizes of YOLOv8 NN structures, we chose the smallest nano
model for the edge device and the largest xlarge model for the
edge server, considering their respective capabilities [14]. Our
experiment focused on the detection task for fire and smoke
as a representative surveillance service. To achieve this, we
trained the YOLOv8 nano and xlarge models using a fire-
smoke dataset provided in [15]. For the evaluations, we used
500 fire and 500 smoke images not included in the training
set as positive samples, and 250 images each of the sun,
car lights, clouds, and smog, which are easily confused with
fire or smoke, as negative samples [16]. We assumed that
the device’s camera captures 10 frames per second, which
are compressed into jpg format with a resolution of 640×480
pixels for inference and transmission [17]. This compression
results in an average image size of 256 kilobytes, which we set
as the default value. In contrast, the size of a result message
was set to 64 bytes, the minimum frame length for Ethernet
[18].

Fig. 3 compares the considered inference methods in terms
of accuracy, cost, delay, and energy consumption, according
to the presence or absence of resource allocation (RA) and
changes in required accuracy (Γ). Here, two required accura-
cies are considered: Γ=0.86, which is the same as the accu-
racy of the server-only inference, and Γ= 0.825, which cor-
responds to the average accuracy of both the server-only and
device-only inferences. As shown, the device-only inference
has the lowest accuracy but the smallest cost (i.e., the shortest
delay and the least energy consumption), while the server-only
inference has the highest accuracy but the greatest cost. On
the other hand, the proposed cooperative inference achieves the
same accuracy as the server-only inference (i.e., Γ=0.86) but
demonstrates a significantly lower cost. Furthermore, for each
method, applying RA reduces the cost by approximately 50%
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Fig. 3. Comparison of inference methods: (a) accuracy, (b) cost, (c) delay,
and (d) energy consumption, according to RA and Γ.
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compared with not using RA. This verifies that optimizing
not only confidence thresholds but also radio resources in
a MEC environment significantly contributes to performance
improvement. Notably, when the required accuracy is slightly
lowered to 0.825, the cost significantly decreases. This is
because the amount of offloading to the server considerably
decreases as Γ decreases. Therefore, the proposed cooperative
inference demonstrates a balanced performance between the
device-only and server-only inferences, achieving higher ac-
curacy than the device-only inference and lower cost than the
server-only inference. The extent of this gain varies according
to the accuracy requirement Γ.

Fig. 4 shows the cost versus the required accuracy (Γ). As Γ
increases, the cost of the proposed inference initially remains
low, comparable to the level of the device-only inference,
but eventually increases once Γ exceeds a certain value. This
implies that a significant amount of additional inference at
the server is necessary to attain a certain high level of Γ.
Nevertheless, the cost of the proposed inference is reduced
to 65% of that of the server-only inference while achieving
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the same accuracy of Γ = 0.86. Furthermore, it is observed
that the performance of the proposed method closely matches
the performance found by the exhaustive search algorithm,
indicating that the proposed optimization algorithm effectively
determines parameters close to the optimal.

Fig. 5(a) shows the cost versus the channel gain (g). The
device-only inference has the lowest constant cost because it is
not affected by the channel, but the other methods experience
a significant decrease in cost as g increases. In particular, the
proposed inference exhibits lower cost than the server-only
inference across most sections. Specifically, when Γ=0.825,
the proposed inference shows significantly lower cost at the
expense of accuracy compared with when Γ=0.86. However,
for Γ = 0.86, its cost intersects with that of the server-only
inference beyond g = −50 dB. This indicates that when g
is extremely high (i.e., good channel quality), the server-only
inference may offer a lower cost than the proposed inference.
This is because the transmission and reception times (T tx and
T rx) become negligible, and the device’s inference time (T inf

d )
is not incurred in the server-only method.

Fig. 5(b) illustrates the cost versus the size of the transmitted
image (St). The device-only inference maintains the lowest
constant cost, but the costs for the other methods significantly
increase as St grows due to the increased overhead for
transmitting image data. Nevertheless, the proposed inference
generally shows reduced costs compared with the server-
only inference in most sections. Notably, when the required
accuracy Γ = 0.825, the proposed inference achieves a very
low cost, albeit with some sacrifice in accuracy. However, at
Γ=0.86, the cost of the proposed inference crosses with that
of the server-only inference around St=80 KB. This implies
that when St is very small (e.g., due to high data compression),
the server-only inference might be more cost-effective than the
proposed inference, as the transmission time T tx required for
offloading to the server becomes minor.

V. CONCLUSION

In this study, we proposed a cooperative inference method
and analyzed its performance in terms of optimizing confi-
dence thresholds, transmit power, and duty cycle to minimize
delay and energy consumption while maintaining accuracy in
MEC systems. The results demonstrated a trade-off between

accuracy and energy-delay costs, with joint optimization of
thresholds and radio resources significantly reducing both
delay and energy consumption. The proposed method struck
a balance between device-only and server-only inference,
achieving higher accuracy than device-only and lower costs
than server-only inference. We expect that this approach
and optimization framework will be valuable in future MEC
networks.
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