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Abstract—As the number of elderly individuals living alone
increases, these elderly individuals face significant challenges in
responding quickly to falls. To address this issue, research on
human activity recognition for fall detection is crucial. In this
study, we utilize frequency-modulated continuous wave radar
combined with deep learning to enhance fall detection. However,
considering that deep learning models depend on large datasets,
the lack of collected fall data poses a major obstacle. To overcome
this, we propose a method that integrates a conditional gener-
ative adversarial network and transfer learning. This approach
resulted in improved overall performance, with a notable increase
in fall detection accuracy.

Index Terms—human activity recognition, conditional genera-
tive adversarial network, transfer learning, fall detection

I. INTRODUCTION

As low birth rates and an aging population persist in South
Korea, the proportion of elderly individuals living alone has
been increasing. The mortality rate due to falls among those
aged 65 and older is also rising as age increases [1]. Elderly
individuals living alone face difficulties in responding quickly
to falls. This highlights the need for research in human activity
recognition (HAR).

Traditionally, HAR involves attaching sensors to the body
or using cameras [2], [3]. While sensor-based methods are
adaptable, they are often inconvenient due to the need for
wearable devices. Camera-based recognition offers high accu-
racy but raises privacy concerns. To address these challenges,
frequency-modulated continuous wave (FMCW) radar is uti-
lized as it does not require direct attachment to the body and
avoids privacy issues. Additionally, deep learning is used for
automatic activity recognition, leading to extensive research
on applying it to FMCW radar data [4].

However, deep learning requires large amounts of data.
Since the training data are usually collected by performing and
measuring activities, generating large datasets is challenging.
This has resulted in an imbalance in the number of samples
between activities, with fall data being particularly limited due
to the difficulty and risk of injury involved in performing falls.
This data imbalance can degrade performance.

To address this issue, we implement a conditional generative
adversarial network (CGAN) and transfer learning to improve

Fig. 1. The structure of CGAN

classification accuracy. We then compare the results with those
obtained without these techniques.

II. RECOGNITION ENHANCEMENT TECHNIQUES

A. Data Generation using CGAN

CGAN is a model that conditions both the generator and
discriminator on additional information [5]. By adding con-
ditional information to the input, we can generate labeled
data using CGAN. The overall structure of CGAN is shown
in Fig. 1. The generative model G learns the distribution of
measered data and produces data that resembles real data. The
discriminator model D distinguishes whether it is generated
data or real data. Conditioning is performed by adding labels
to both G and D as an additional input layer. The objective
function is expressed as:

min
G

max
D

V (D,G) = Ex∼pdata(x)[logD(x|y)]

+ Ez∼pz(z)[log(1−D(G(z|y)))],

where pz(z) represents the prior noise distribution, pdata(x) is
the real data distribution, and y is the label that is applied to
both models.

Fig. 2 shows the micro-Doppler spectrogram measured us-
ing FMCW radar, and Fig. 3 presents the results generated by
CGAN when provided with the measured data and the activity
type as labels. We can see that the spectrogram generated
by the CGAN accurately captures the features present in the
spectrogram generated from the measured signal.
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Fig. 2. The micro-Doppler spectrograms generated by CGAN. Fig. 3. The micro-Doppler spectrograms measured by FMCW radar.

Fig. 4. The structure of ResNet18

TABLE I
MEASURED DATA SAMPLES PER ACTIVITY

activity No. of Measured Data Samples
Fall 256

Limping 333
Picking 456
Running 330
Sitting 311

Walking 564

B. Transfer Learning

Transfer learning is a method of reusing pre-trained models
for new problems and is widely applied across multiple
domains [6]. In this paper, we transferred the neural network
trained with images generated by CGAN to improve the
accuracy of the classification network using real data.

III. DATA COLLECTION AND EXPERIMENT

We collected data for performance analysis using the
AWR1642BOOST and DCA1000EVM. The activities were
limited to six everyday activities: fall, limping, picking, run-
ning, sitting, and walking. Five participants performed these
six activities repeatedly. Table I shows the number of measured
data samples for each activity. Ten percent of the measured
data was not used for training but only for performance
comparison.

We trained CGAN using real data and generated 500 sam-
ples per activity using the trained CGAN. We used ResNet18
as the classification network [7]. The configuration of the
neural network used is shown in Fig. 4. First, we pre-trained
classification network using the data generated by CGAN and
then applied it to the classification using only the real dataset.
The final two layers of the pre-trained ResNet18 were partially
reinitialized to adapt to the new dataset, which consists of real
data.

We compared the classification performance of neural net-
work pre-trained with CGAN and transferred, against neural
network without transfer learning. The experimental results
indicate that the overall classification performance increased
from 94.7% to 96.9%. Figs. 5 and 6 show the classification
accuracy in terms of a confusion matrix. The accuracy of
fall detection increased from 84.6% in Fig. 5 to 92.3%
in Fig. 6. This improvement highlights the effectiveness of
using CGAN-generated data for pre-training, particularly in
challenging cases like fall detection.

IV. CONCLUSION

This paper proposes a method to improve HAR classifica-
tion performance using FMCW radar by applying CGAN and
transfer learning. The experimental results show an increase
in both overall accuracy and fall detection accuracy. This
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Fig. 5. Confusion matrix before transfer learning. Fig. 6. Confusion matrix after transfer learning.

demonstrate that the proposed method is effective for HAR,
particularly in improving fall detection.
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